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1. Introduction

1.1. Cross-linguistic frequency and learnability of semantic distinctions

It is often assumed in the literature that cross-linguistically more frequent distinctions are easier to learn (Typological Prevalence Hypothesis; TPH). Prior work supports this idea in phonology, morphology and syntax but has not addressed semantics. Using Artificial Language Learning experiments with adults, we test predictions made by the TPH about the relative learnability of semantic distinctions in the domain of evidentiality, i.e., the linguistic encoding of information source. As the TPH predicted, when exposed to miniature evidential morphological systems, adult speakers of English whose language does not encode evidentiality grammatically learned the typologically most prevalent system (marking indirect, reportative information) better compared to less-attested systems (Experiments 1–2). Similar patterns were observed when non-linguistic symbols were used to encode evidential distinctions (Experiment 3). Our data support the conjecture that some semantic distinctions are marked preferentially and acquired more easily compared to others in both language and other symbolic systems.

Prediction. However, the slower acquisition rate could be due to the higher number of prepositions (and/or the lower frequency of each individual preposition) in Dutch compared to English rather than the specific semantic distinctions encoded within each system. This fact complicates the interpretation of Gentner and Bowerman’s results and hence the evidence in favor of TPH. Similar issues are bound to arise for all tests of TPH that involve comparisons of how young learners acquire semantic systems of variable complexity cross-linguistically.

In this paper, we offer a new test of TPH using an Artificial Language Learning Paradigm. This type of experimental design typically requires participants to learn different versions of a target language that differ minimally from each other in terms of a grammatical or lexical feature (see Folia, Uddén, Vries, Forkstam, & Petersson, 2010 for a review). During an initial learning phase, participants are exposed to the grammar/lexicon of the artificial language. The learning phase is followed by a test phase in which the extent to which participants learned the linguistic target is assessed. This paradigm offers a unique opportunity to explore the participants’ learning process in relation to a specific linguistic feature of interest (Fedzechkina, Newport, & Jaeger, 2016). By having participants learn minimally different versions of the same artificial language, one can bypass the role of frequency or complexity in the learnability of actual systems in individual languages. Moreover, it is possible to test adults (as well as children) on the target artificial language, to the extent that learnability patterns could reveal...
biases in both novice and more experienced learners.

Previous studies using an Artificial Language Learning paradigm have confirmed that cross-linguistically common distinctions are learned more easily than less common ones in the domains of syntax (Christiansen, 2000; Newport & Aslin, 2004; Hudson Kam & Newport, 2005, 2009; Thompson & Newport, 2007; Wonnacott, Newport, & Tanenhaus, 2008; Tily, Frank, & Jaeger, 2011; Culbertson, 2012; Culbertson & Smolensky, 2012; Culbertson, Smolensky, & Legendre, 2012), phonology (Finley & Badecker, 2009; Seidl & Buckley, 2005; Wilson, 2006) and morphology (Fedezehkina, Jaeger, & Newport, 2012; Merkx, Rastle, & Davis, 2011) but have drawn little upon semantics (Carstensen, Xu, & Smith, & Regier, 2015; Maldonado & Culbertson, 2019; Xu, Dowman, & Griffiths, 2013). Here we present one of the first systematic tests of this hypothesis within the domain of semantics (which was the main emphasis of the TPH). We focus on evidentiality, i.e., the linguistic encoding of information source. Evidential distinctions are not grammaticalized in English and hence can be taught to English-speaking adults within an Artificial Language Learning paradigm without native language interference.

1.2. Evidentiality and the TPH

Evidentiality refers to the way that language marks the speaker's source of information, for instance, whether the speaker had direct perceptual access to an event, inferred what happened based on some clues, or was told what happened by someone else. Languages differ in the way they encode evidentiality (Aikhenvald, 2004, 2014, 2018; Aikhenvald & Dixon, 2003, 2014; Chafe & Nichols, 1986; Cinque, 1999; Delancey, 2002; Ifantidou, 2001; Johanson & Utsa, 2000; Kratzer, 1991; McCready, 2008; McCready & Ogata, 2007; Mushin, 2001; Willett, 1988). English and other languages make use of lexical means such as verbs (e.g., see, hear, infer) or adverbs (e.g., allegedly) to mark information sources. About a quarter of the world's languages, however, use grammatical morphemes to indicate information sources (Faller, 2012, 2014; Garrett, 2000; Izvorski, 1998; Mathewson, 2012; Speas, 2004, 2018). For example, Wanka Quechua has separate grammatical morphemes for three types of information source (Aikhenvald, 2004): -mi in (1) marks the speaker's visual experience, -chr-in (2) marks an inference drawn by the speaker, and –shi in (3) marks another person's report about what happened.

   this-LOC.DIR.EV many girl-TOO boy-TOO bathe-REEL-IMPF.PL-NARR.PAST.
   'Many girls and boys were swimming' (I saw them).

(2) Daatuwa shwa-si ka-ya-n-cher-ari.
   Field finish-PART.EVEN be-IMPF-3-IRFR-EMPH.
   'It (the field) might be completely destroyed' (I infer).

(3) Ancha-p-shi wa’a-chi-nki wamla-a-ta.
   too.much-GEN-REP cry-CAUS-2 girl-1P-ACC.
   'You make my daughter cry too much' (they tell me).

Semantically, the broad meaning dimensions that characterize grammatical evidentiality across languages involve perception, inference and verbal report (Aikhenvald, 2004, 2014, 2018; de Haan, 2013; Willett, 1988). Perception mostly includes visual access but also non-visual perception (information acquired through hearing that may also extend to other senses; Aikhenvald, 2018). Inference has several sub-types, including inference from visual premises, general knowledge or other types of reasoning. Verbal report covers cases where the source of the report is left unspecified (as in hearsay), and other cases where a specific entity is quoted. Languages vary in both the complexity of their evidential systems (i.e., the evidential categories they mark and hence the number of distinct evidential morphemes they have) and the way they group semantic distinctions (Aikhenvald, 2004; Speas, 2018). For instance, as discussed in more detail below, very often languages have a single evidential morpheme but leave other sources unmarked. Some languages have only two grammatical morphemes to mark information source, a direct/firsthand morpheme that may encode perceptual sources and an indirect/non-firsthand morpheme that may cover both inference and report (Aikhenvald, 2004). Others encode all three types of information source with dedicated morphemes, as in the examples (1)–(3) above. Yet other languages have more complex 4-way or 5-way evidential systems that subdivide these broad categories into more specialized distinctions (ibid.).

Pragmatically, the use of evidentially marked utterances can give rise to contextual implications about speaker certainty or reliability, even though evidential morphemes do not denote these dimensions as part of their core meaning (Speas, 2018). The pragmatic profile of evidentials is captured by current formal theories, according to which the use of evidentiality introduces a proposal to add the base proposition to the common ground but whether the addressee accepts this addition depends on how the addressee evaluates the nature of the evidence (Murray, 2011, 2014; cf. AnderBois, 2014). In this sense, linguistic evidentiality connects to the human ability to reason about sources of information (see Papafragou, Li, Choi, & Han, 2007; Únal & Papafragou, 2018, for extensive discussion). In cognition, direct perceptual experience of an event is regarded as a more reliable source due to its assumed correspondence with reality; indirect sources of information such as inference or reports are often deemed less reliable in the sense that the former may be based on incomplete premises while the latter depends on the informant's reliability (Papafragou et al., 2007; Dancy, 1985; Matsui & Fiteva, 2009; Aikhenvald, 2018; Wiemer, 2018; Koring & De Mulder, 2015). These intuitions emerge early: even at the age of 3, young children know that seeing leads to knowing (Pratt & Bryant, 1990; Pillow, 1989) but identifying the contribution of other sources may be a more protracted development (Ozturk & Papafragou, 2016). Furthermore, children prioritize seeing over inference or hearsay when choosing whether someone else is knowledgeable about an event (Ozturk & Papafragou, 2016), even though these preferences are flexible (Brousseau-Liard & Birch, 2011; Fiteva, Lam, & Dunfield, 2013). Depending on the specific alternatives available within an evidential system in a language, then, the use of an indirect evidential might indicate that the speaker lacks direct evidence for an assertion (Speas, 2018) and might further convey tentativeness, doubt, or distance from the event. For the same reason, when evidence about an event is available from multiple sources, languages exhibit a preference for encoding it with visual evidentials, when possible, while using reportative evidentials is the least preferred option (Aikhenvald, 2018). As Aikhenvald notes, communicating an event that the speaker has experienced “is considered a better choice rather than reporting what they [the speaker] heard from someone else” (2004: 307). This emphasizes “the preference for visual information source – if it is available” and also speaks for the reliability of visual access, other things being equal (Aikhenvald, 2018: 27).

For present purposes, a key fact about grammatical evidentiality is that, across languages, there is widespread preference for evidential systems to mark indirect compared to direct access to information (de Haan, 2013; Aikhenvald, 2004, 2014, 2018). For instance, the World Atlas of Languages lists 161 languages worldwide that grammatically mark only indirect evidence, 71 languages that mark both direct and indirect evidence and no languages that mark direct evidence alone (de Haan, 2013). Similarly, according to Aikhenvald (2004, 2014, 2018), many languages have a dedicated reportative morpheme (or, less frequently, an indirect/non-firsthand morpheme that can cover inference or reports) but leave other sources unmarked. Systems that mark only direct (visual) access with dedicated grammatical devices but do not grammatically encode other source types are unattested and thus in all likelihood rare (ibid.). As a result, in many languages, “the least formally marked verb in a language with evidentiality tends to acquire a visual, or firsthand reading” (Aikhenvald, 2018: 16, even though distinguishing such meanings from source-neutral meanings can be
difficult).

The semantic domain of evidentiality offers an excellent test case for the TPH. Given the frequency patterns described above, the TPH predicts that a simple evidentiality system that only marks reported information would be more easily learnable compared to a system that only marks visually acquired information (with a system marking only inferred information falling in between). Furthermore, if the typological frequency of evidential systems is linked to broader, non-linguistic factors (e.g., the naturalness of drawing certain conceptual distinctions, as proposed by TPH, and/or the naturalness of communicating such distinctions), similar pressures might affect other symbolic (but non-linguistic) systems of marking information access.

1.3. Current experiments

The aim of the current experiments was two-fold. First, we used an Artificial Language Learning paradigm to assess the learnability of different evidential morphological systems and test predictions of the TPH (Experiments 1 and 2). Second, we explored whether the learnability patterns for evidential morphology would generalize to non-linguistic symbols to shed light on the nature and origins of the learnability facts (Experiment 3).

Specifically, in our first two experiments, we tested evidential distinctions in an Artificial Language Learning task using adult native speakers of English. Participants were exposed to scenarios in which characters experienced a series of events. Access to the events was manipulated within-subjects such that a character might (a) see an event directly, (b) see visual clues and infer that a certain event had occurred, and (c) be informed by an observer about the occurrence of an event. The character described each event in an artificial language containing a novel evidential morpheme (ga). Because prior studies with adults had indicated that mental state meanings for novel predicates are hard to infer from observing events in the world without specific syntactic support (Gillette, Gleitman, Gleitman, & Lederer, 1999; Papafragou, Cassidy, & Gleitman, 2007), and the acquisition of evidentiality in children is protracted cross-linguistically (Aksu-Koç, 1988; Aksu-Koç & Alić, 2000; Aksu-Koç, Ögel-Balaban, & Alp, 2009; de Villiers, Garfield, Gernet Girard, Roeper, & Speas, 2009; Fitneva, 2008, 2018; Lee & Law, 2000; Matsui, Miura, & McCagg, 2006; Matsui, Yamamoto, & McCagg, 2006; Oztürk & Papafragou, 2016; Papafragou, Cassidy, & Gleitman, 2007; Ünal & Papafragou, 2018; Uzundag, Taşçı, Küntay, & Aksu-Koç, 2018; Winans, Hyams, Rett, & Kalin, 2014), we anticipated that acquiring evidential meanings would be challenging. We therefore simplified the artificial language that participants were exposed to by preserving the lexicon of English but changing the morphosyntax (the new language lacked determiners and had a Subject-Object-Verb word order). The evidential morpheme appearedverbally, the type of access marked by the morpheme was manipulated between-subjects such that the morpheme marked a single access type and the other two types received null marking. Thus, depending on the marked meaning, each participant was exposed to a Visual, Inferential, or Reportative evidential system (see Table 1), and had to learn what the morpheme meant. Of interest was whether, as predicted by the TPH, participants would succeed with Reportative systems more than others.

In our final experiment, we focused on Artificial Symbol Learning. The design was similar to our earlier paradigms but the character's description of the event was in English instead of the artificial language, and the participants' task was to acquire the meaning of a non-linguistic symbol that served as an evidentiality marker (instead of the morpheme ga). If the results of both the morpheme and the symbol learning experiments converge, we will have evidence that both the typological frequency and learnability facts about evidentials are motivated by broader considerations of which distinctions are ‘natural’ to encode or convey.

2. Experiment 1

2.1. Methods

2.1.1. Participants

We recruited 111 participants in total, between the ages of 18 and 22 (10 male and 101 female). All participants were undergraduate students at the University of Delaware and were enrolled in an Introductory Psychology course that awarded credit for their participation. They were native speakers of English. Nine participants reported speaking a different language at home but none of these languages included grammaticalized evidentials.

2.1.2. Stimuli

Our stimuli consisted of 39 scenarios showing a puppet (henceforth, the “Agent”) enact an event on the stage of a puppet theater. Another puppet (henceforth, the “Speaker”) experienced this event in more or less direct ways (sometimes from the other side of the stage or through an “Informant”) and later described it. Each scenario involved a change of state and unfolded over four static pictures presented simultaneously for 20 s (see Fig. 1). There were 3 versions of each scenario depending on the Speaker’s access to the event.

(A) In the Visual Access version, the stage curtains remained open and the Speaker could see the event in its entirety. Specifically, the Speaker (e.g., the dog) saw the Agent stand next to some objects (e.g., the gorilla next to the board; panel A1 in Fig. 1), manipulate the objects (color the star on the board, panels A2-A3) and stand next to the event aftermath (the gorilla standing next to the colored star, panel A4).

(B) In the Inferential Access version, the Speaker (e.g., the dog) could initially see the Agent and objects, just as in the Visual Access version (e.g., the gorilla and the board with the star, see panel B1). Then the stage curtains closed (panels B2-B3) and later opened to reveal (what presumably was) the aftermath of the event (panel B4; the gorilla next to the colored star). Thus, the Speaker could reconstruct the main event via visual cues.

(C) In the Reportative Access version, an Informant (e.g., the dog in panel C1) watched the entire event from the other side of the stage. The Informant saw the Agent stand next to the objects (e.g., the gorilla next to the board, panel C1), and manipulate the objects (coloring the star, panel C2 and C3). Later the Informant verbally informed the Speaker (e.g., the cat) about what had happened (panel C4; see the speech bubble with a snapshot of the event). During the act of reporting the stage curtains were closed so the Speaker would only have verbal information about the event.

All scenarios and versions followed the above basic structure. A complete list of the events in our stimuli can be found in Appendix A. For each of the roles of Agent, Speaker and Informant we used between 5 and 7 different animal puppets.

We also created a description of each event that appeared in a speech bubble next to the Speaker. The speech bubble appeared after
the pictures within a scenario were displayed for 8 s and remained onscreen together with the pictures for 10 s. The event description was constructed in an artificial language (see Fig. 1). As mentioned already, this language shared the English lexicon (but lacked determiners) and had a Subject-Object-Verb word order. We created two versions of each description: one with a novel verb-final morpheme, ga, that served as an evidentiality morpheme (Gorilla star colored ga) and one without it (Gorilla star colored).

Of the 39 scenarios, 21 were used during the Training Phase and 18 during the Testing Phase of the experiment. Since each scenario had 3 versions depending on the Speaker's Access to the event, we created 3 different lists for each Phase by selecting an equal number of scenarios from each Access type and rotating the scenarios across lists so that no list contained the same scenario in more than one version. For each list, we created 3 randomized presentation orders, thus ending up with 9 presentation lists in total, each with 21 items for the Training Phase (7 from each Access type), and 18 for the Testing Phase (6 from each Access type). For the 18 scenarios in the Testing Phase, within each Access type, in half of the scenarios, the Speaker described the event erroneously used the morpheme ga, either failing to use the morpheme

Fig. 1. Sample stimuli for the Artificial Language Learning task of Experiment 1. Versions of the same scenario are shown in which a character gained access to an event in one of three ways: (A) Visual, (B) Inferential, and (C) Reportative. At the end, the main character offered a description of the event with or without an evidential (e.g., “Gorilla star colored ga.”).
when it was needed or using it for the wrong type of Access. For the remaining half of the videos, the use of the morpheme was correct.

To instantiate different evidential systems during the Training Phase, only scenarios of a single Access type (Visual, Inferential, Reportative) per list were described with the morpheme ga to reflect one of three evidential systems (Visual, Inferential, or Reportative). Scenarios of the other two Access types were described by plain (unmarked) sentences during the Training Phase. We assigned participants randomly to one of 3 between-subjects conditions depending on the evidential system they were exposed to during training (such that 37 participants were assigned to each evidentiality system).

2.1.3. Procedure

We tested participants in small groups in a dimly lit, quiet room. Stimuli were displayed using PowerPoint, Microsoft Office on a Windows laptop computer and projected on a large screen. In the beginning of the experiment, participants were given an individual response sheet and told that the experiment was comprised of two phases: a learning phase during which they would not have to write anything down but would only have to pay close attention to the pictures shown and try to figure out what was happening. In the second part, they would have to fill out their answers on the response forms following the instructions they would be given before the actual part began.

In the beginning of the Training Phase, participants were shown the following instructions:

“In this experiment you will watch a series of events in a puppet theater. For each event, there will be a character outside the puppet theater that will learn about the event. Here is what the puppet theater will look like:”

At this point, a single picture of the puppet theater was shown with two puppets, one on each side of the puppet theater in an effort to familiarize participants with the setting. Subsequently, participants were told that “each event would be depicted through four static clips shown next to each other from left to right in the order in which they unfold” and they were shown a sample event. This sample event was always the same and was structured in the same way as the main scenarios (a bear spilled candies while a donkey watched the complete event as the curtains of the puppet theater were open).

On the next instruction screen, participants received the following information:

“At the end of each event, this outside character will offer a description of the event. The description will appear in a speech bubble next to the character. The language that the characters will be using is an alien language: it shares some words with English but is different in several ways. One difference is that the language includes a special word, “ga”.

Subsequently, participants were told that they would have to pay attention “to when ‘ga’ is and is not used in the language to figure out what it means” and that they would be given several events to go through in order to figure this out. Each instruction screen was displayed for approximately 20 s. Then the display continued to the main part of the Training Phase of the experiment during which participants were exposed to events in which the morpheme ga was used to mark only a single type of Access (Visual, Inferential or Reportative) depending on the Evidentiality System that each group of participants was randomly assigned to. When the Training Phase was completed, participants were informed that they would continue to the second part of the experiment.

The Testing Phase began with the following instructions to participants:

“We will now show you a new set of events in the same puppet theater. As before, for each event, an outside character will offer a description of the event in the alien language. But this time some of these descriptions will contain errors: they will contain “ga” when it is not appropriate or omit it when it is needed. For each event, please mark “Yes” or “No” on your answer sheet to indicate whether the character described the event using the alien language correctly.”

Following the instruction screen, participants watched one scenario at a time and they were given 30 s at the end of each scenario to fill in their answer (the question of whether the character used ga correctly or not was repeated on this response form and participants had to indicate “Yes” or “No”). In the Testing Phase, half of the scenarios within each Access type were marked with ga and the rest were unmarked. This meant that half of the time the puppet used the alien language correctly (by including or omitting ga as appropriate) and the other half the puppet was incorrect by using the morpheme for the wrong type of Access or failing to use the morpheme for the target Access type. When the experiment was over, participants were asked to write down what they believed ga meant and when it was or was not used.

2.2. Results

Participants’ responses were coded for Accuracy, a binary outcome variable coded as 1 (Correct) or 0 (Incorrect). A summary of our data can be seen in Fig. 2. The data were analyzed using logistic mixed-effects modeling (Baayen, 2008; Baayen, Davidson, & Bates, 2008). Since our data include categorical variables, the generalized binomial linear mixed effects modeling (glmer) function of the lme4 package was used for our analysis (Bates, Mächler, Bolker, & Walker, 2015) in the R Project for Statistical Computing (R Core Team, 2018).

Our mixed-effects model included Accuracy as the dependent variable and System (Visual, Inferential, Reportative) as our fixed predictor. To explore the possibility that non-theoretically driven predictors affected participants’ performance, we included List (1, 2, 3) as a second fixed predictor along with its interaction with System. Our model also included random intercepts for Participants and Items. The fixed effect of System was assessed with two planned comparisons using contrast
coding: the first contrast compared the Reportative system against the Visual and Inferential Systems and the second contrast compared the Visual and Inferential Systems to each other (contrast 1: 0.66, −0.33, −0.33, contrast 2: 0, −0.50, 0.50). The same contrast setup was used in all subsequent analyses. For the exploratory predictor List, we set up our contrasts as deviations from the overall mean, including no specific reference group since there was no theoretical justification to assume one (see Table 2).

The inclusion of System significantly improved the model fit based on a chi-square test of the change in −2 restricted log likelihood ($\chi^2 = 18.05, p = .0001$) but no such improvement was found for List ($\chi^2 = 3.10, p = .21$). Participants performed better in the Reportative System compared to the Visual and Inferential Systems (MRep = 0.74, MVis/Inf = 0.63). There was also a significant difference in performance between the Visual and Inferential Systems, with higher accuracy for the Inferential System (MVis = 0.56, MInf = 0.70). The inclusion of the interaction between System and List also improved model fit ($\chi^2 = 9.79, p = .04$) but the source of this interaction could not be determined by follow-up comparisons (see Table 2). When we reran the analysis reordering the levels for List (3, 2, 1), results did not change but there was an interaction such that, in List 3, accuracy in the Reportative System was not better than in the Visual/Inferential Systems ($\beta = −1.6776, SE = 0.6267, z = −2.677, p < .01$).

Participants' answers to the post-experiment question about the meaning and use of ga confirmed this picture. Of the 37 participants exposed to the Visual System, only 5 correctly associated ga with complete visual access to the event and/or the verb see. Two participants incorrectly mentioned a different type of access. The majority (n = 30) associated ga with an irrelevant, i.e., non-evidential meaning (event completion, or other morphemes such as the, −ed or the plural -s). Of the 37 participants exposed to the Inferential System, 9 correctly mentioned that the speaker only saw the beginning and the end of the action; an additional participant mentioned doubt. The majority of the participants (n = 27) associated ga with irrelevant function morphemes (the, −ed, it, them).

Lastly, of the 37 participants exposed to the Reportative System, 17 participants correctly mentioned that the morpheme meant telling the other puppet what happened, and an additional participant linked its meaning to a secret. Four additional participants associated the morpheme with the act of one puppet talking to another (these answers were appropriate but did not unambiguously point to a mental-state meaning). The remaining 11 participants either associated ga with an irrelevant grammatical morpheme (the, -ing, -ed) or did not provide an answer. In sum, participants' overt conjectures about ga often revealed sensitivity to evidential interpretations (as opposed to other possible mental-state meanings such as uncertainty, or possibility, or other non-mental state interpretations). Furthermore, the distribution of correct evidential interpretations confirmed the advantage of the Reportative system. Finally, error patterns for incorrect evidential interpretations were consistent with the hypothesized aversion to mark visual access with a dedicated morpheme: the only cases where people adopted an evidential interpretation but chose the wrong source (n = 2) were observed for the Visual System.

### 2.3. Discussion

According to the TPH (Gentner & Bowerman, 2009), the most typologically common linguistic distinctions should be the easiest to learn. In an Artificial Language Learning experiment, we set out to explore whether this prediction is borne out within the semantic domain of evidentiality. Our results are in line with the TPH prediction: the most typologically common evidentiality system - the Reportative system - was learned more easily by our participants compared to the less common Visual system. The Inferential system was also learned better than the Visual system. This pattern was confirmed in participants’ post-experiment responses: participants exposed to the Reportative System consistently associated the morpheme with the speaker’s information access when explicitly reporting what the morpheme meant.

Even though the present experiment offers initial support for the TPH, it has a number of limitations. First, the use of static displays to depict events did not properly capture the way people access events in everyday life, since the sequence of pictures was composed of multiple ‘snapshots’ and always afforded a somewhat indirect path to the event. Second, and relatedly, properties of the static displays themselves might have influenced the results. For instance, instances of Reportative access were marked by a salient bubble containing a depiction of the event (see Fig. 1) and were the only scenarios that contained three (as opposed to two) characters. These stimulus features might have made Reportative access more salient and might have facilitated participants’ learning of the Reportative system. Third, Experiment 1 only included a comprehension test. It is possible that production of evidentials behaves differently from comprehension (see Unal & Papafragou, 2016, among others). In Experiment 2 we addressed these limitations.

### 3. Experiment 2

Experiment 2 had the same logic and learnability targets (i.e., evidential systems) as Experiment 1 but used videos of unfolding events in which a character gained access to events in different ways instead of static scenarios. These videos were closer to the situations in which people find out about events in the world and were designed to offer a clearer separation of various information sources. Moreover, the visual characteristics of the videos were consistent across systems (e.g., all versions of the same video contained three people). This step was meant to ensure that any advantage found for one evidential system over the other could not be attributed to properties of the stimuli. Lastly, unlike Experiment 1, Experiment 2 tested both production and comprehension of the novel evidential morphemes.

### 3.1. Methods

#### 3.1.1. Participants

We recruited 101 adult participants between the ages of 18 and 22 (73 female and 28 male). Participants were undergraduate students at the University of Delaware, enrolled in an Introductory Psychology course and earned course credit for their participation. None of them had participated in Experiment 1. All of them were native speakers of English. To the extent that participants were familiar with additional languages (mostly Spanish and French), these languages did not include grammaticalized evidentials.

#### 3.1.2. Stimuli and procedure

The experiment had a Training Phase and a Testing Phase (itself consisting of two tasks, a Production task and a Comprehension task). We filmed 69 videos in three versions each, with each version corresponding to a type of information access (Visual, Inferential,
Reportative). Of these, 15 had some overlap with events from Experiment 1 and the rest were completely new. A complete list of the events in the videos for Experiment 2 can be found in Appendix B.

Each video displayed a different event with three characters. The roles of these characters were performed by the same female under-graduate research assistants and remained consistent across the videos. One of the characters performed an action using some materials and then put these materials away (the “Agent”). A second character gained access to the event in one of three ways (Visual Perception, Inference, Report), and at the end of the event, described what happened (the “Speaker”). The third character manipulated the Speaker’s access to the event by either allowing her to watch the event or by blocking her visual access for the complete duration or part of the event. Moreover, the setting in which the event took place was identical for all the videos: the Agent and the Speaker were sitting at opposite sides of a table while the third character stood behind the Speaker and had full view of the table. Each video was approximately 12 s long. At the end, the Speaker turned to the camera so as to describe what happened; at that point, the video stopped and the speech bubble with the artificial language sentence appeared, and stayed visible for 8 s before the next video began. The artificial language sentences were similar to those in Experiment 1.

Consider the sample event in Fig. 3, in which the Agent copied a drawing on the whiteboard (all events in videos had a similar structure). In the Visual Access version in (A), the Speaker had continuous direct visual access to the event (we did include a brief initial phase in which the Speaker’s eyes were blocked, see panel A1, for visual consistency with the other versions). In the Inferential Access version in (B), the Speaker had visual access only for the beginning and aftermath of the event (panels B1 and B4), but not the main phase (panels B2 and B3); therefore, she had to infer what happened based on visual clues. In the Reporative Access version in (C), the Speaker’s visual access was blocked while the event was unfolding (panels C1–C3); later (panel C4), the Speaker heard the third character’s report about what happened. At the end of the video (identical across versions, see panel 5), the Speaker’s description of what happened appeared in a speech bubble.

As in Experiment 1, we designed 3 evidential systems to be acquired (Visual, Inferential, Reportative) by having the Speaker describe only one type of Access with an evidentially marked sentence and include no evidential morpheme for the other two Access types. Participants were randomly assigned to one of these three evidential Systems (33 participants were assigned to the Visual System and 34 to each of the other two). We tested participants in small groups using the same set-up and procedure as in Experiment 1.

For the Training Phase, for each evidential system, we created three basic lists. Each list had 21 videos, 7 for each Access type. Across lists, each video rotated through each Access type. For each of these basic lists, we created three randomized presentation orders, resulting in nine lists in total. Each participant was exposed to one of these nine lists. The instructions participants received in the beginning of the Training Phase were similar to those in Experiment 1:

“You will watch a series of short clips involving three characters: in each clip, one character will perform an action on some object(s) and then put the objects away. A second character will learn about this action in different ways depending on what a third character does. After this, the second character will describe what happened. This will be depicted in a speech bubble onscreen.”

Participants were then shown a still image of the three characters in the visual scene shown in the videos so as to further familiarize them with the content of the stimuli before the Training Phase would begin. In the next instructions screen, participants were told:

“The characters will be speaking an alien language: it shares some words with English but it is different in several ways. One difference is that the language includes a special morpheme: “ga”. You will have to pay attention to when “ga” appears in order to try and figure out what it means. You will go through several events to try to learn the language and figure this out.”

Before the videos started, participants were also informed that a second part would follow that would test their understanding of where ga appeared based on its meaning.

The Testing Phase began with a transition screen (“Let’s continue”)
and proceeded to the Production and later the Comprehension Task. For the Production Task, we used 12 new videos, each filmed in each of the three Access types. We created three basic lists, each containing 12 videos, 4 per Access Type. As in the Training Phase, the Access version shown for each video was rotated across these three lists. For each basic list, three randomized presentation orders were created, resulting in 9 presentation lists in total. Each participant was exposed to one of the nine lists.

The structure of the scenarios displayed was identical to those shown in the Training Phase with the difference that when the speech bubble appeared at the end, the evidential morpheme was missing. At its place, attached to the verb, there was a gap and participants had to decide whether the morpheme should be used or whether the gap should remain empty. The specific instructions participants received were as follows:

“We will now show you a new series of clips. Here you will be asked to help describe some events using the morpheme “ga” in the alien language. Almost everything will be the same as before, but this time no morpheme is included in the speech bubble. For each clip, in the blank Response box on your Response Sheet 1, please write in the verb with the morpheme that is needed or write only the verb if no morpheme is needed in order to complete the speech bubble.”

Following these instructions, participants were given an example of how their answer should be using the sentence “She piano played_; they were told that they should either write “played” or “playedga” depending on whether they thought the morpheme was needed based on what they figured out from the first part of the experiment.

For the Comprehension task we created 36 new videos, each filmed in three versions to correspond to the three Access Types. As before, three basic lists were created by rotating the Access Type shown by each video. Subsequently, three unique randomized presentation orders were created for each list (9 presentation lists in total). Each list contained 36 scenarios, 18 per each Access type. In half of these 36 scenarios, the Speaker erroneously used the morpheme ga: she either failed to use the morpheme when she should or used it for the incorrect type of access. In the remaining half of the scenarios, the use of the morpheme was correct. Participants’ task would be to write “yes” or “no” in their response sheet depending on whether they thought the character was correctly used the morpheme or not. The instructions they received were the following:

“We will now show you a third series of clips. Almost everything will be the same as when you paid attention to when “ga” is used, but this time some of character’s descriptions will contain errors: they will omit ‘ga’ or include it when it is not needed. For each clip, please mark “Yes” or “No” on your Response Sheet 2 to indicate whether the character’s description included or omitted “ga” correctly.”

Similarly to Experiment 1, at the end of the session we asked participants to write down what they thought ga meant and when it was used or not used.

3.2. Results

Similarly to Experiment 1, participants’ responses were coded for Accuracy for both Production and Comprehension. The results can be seen in Fig. 4.

For each of the tasks, we ran a mixed-effects model, using Accuracy as our dependent variable and System (Visual, Inferential, Reportative), List and their interaction as our fixed predictors. Our model also included random intercepts for Participants and Items. As in our previous analysis, we set up two planned comparisons using contrast coding such that we could compare the accuracy scores of the Reportative system to those of the other two systems, as well as the accuracy of the Visual and Inferential System (contrast 1: 0.66, −0.33, −0.33, contrast 2: 0, 0.50, 0.50, respectively; see Table 3).

For Production, our analysis revealed that including the fixed predictor System significantly improved the model fit based on a chi-square test of the change in −2 restricted log likelihood ($\chi^2 = 10.40$, $p = .005$). Participants’ performance in the Reportative system was significantly better than their performance in the other two Systems (MRep = 0.75, MVis/Inf = 0.59); there was no difference in performance between the Visual and Inferential systems (MVis = 0.57, MInf = 0.61).

Model fit was not improved by the inclusion of either List ($\chi^2 = 3.67$, $p = .15$) or the interaction between System and List ($\chi^2 = 3.96$, $p = .41$).

For Comprehension, including System in our model significantly improved model fit ($\chi^2 = 16.16$, $p = .0003$), but no improvement of the model was observed when List ($\chi^2 = 5.33$, $p = .07$) or its interaction with System ($\chi^2 = 6.53$, $p = .16$) were included. Following up on the effect of System, we found a significant difference between Reportative and the other two Systems ($M_{Rep} = 0.77$, $M_{Vis/Inf} = 0.58$) but no significant difference between the Visual and Inferential Systems ($M_{Vis} = 0.57$, $M_{Inf} = 0.59$).

Participants’ answers when asked about the meaning/use of ga mirror this image. Of the 33 participants exposed to the Visual System, 12 correctly mentioned that ga was used when the speaker saw the event. Eight participants incorrectly associated ga with an alternative type of access (they mentioned that the girl’s eyes were covered, the girl was told what happened, or something similar). The remaining 13 participants gave incorrect non-evidential conjectures (singular/plural forms, past or completed actions, articles such as the/a). Of the 34 learners of the Inferential System, 9 correctly associated ga with the character not seeing the complete action, or inferring the action, and an additional 2 mentioned doubt. Two participants had evidential but incorrect (reportative) meanings. The remaining 21 participants associated the morpheme with irrelevant grammatical morphemes (articles, them, singular/plural). Lastly, of the 34 participants exposed to the Reportative System, 21 correctly associated ga with reportative access (importantly, these participants did not simply track the whispering or telling act from the perspective of the person committing the act but specifically alluded to the speaker’s mental state by mentioning that she “was told” about the event). Three participants associated ga with the wrong source. The remaining 10 participants associated the morpheme with an irrelevant grammatical distinction. As in Experiment 1, these responses taken together confirmed that participants often chose evidential (as opposed to other possible) meanings for ga, did so more consistently in the Reportative System, and were more likely to reverse source meanings if asked to encode direct (visual) evidential meanings morphologically.

3.3. Discussion

In Experiment 2, we tested the learnability of evidential systems using videos displaying real-life, dynamic events. We also tested both receptive and productive knowledge of novel evidential morphemes. Our results reaffirm the TPH predictions: overall, the Reportative System was learned better compared to the cross-linguistically less-at-tested Visual and Inferential Systems. This learnability advantage is also supported by the large number of participants in the Reportative System condition that accurately associated the morpheme with the speaker’s information access in a post-experiment probe.

Not all aspects of our data are compatible with the predictions of the TPH, however. Specifically, even though exclusive encoding of visual evidentials is rare, and there is a broad preference to mark non-visual/indirect over visual/direct sources cross-linguistically (Aikhenvald, 2018), the Inferential and Visual systems were equally learnable in our data. This pattern is different from Experiment 1. A possible explanation for this outcome lies with the fact that our Inference videos contained strong visual cues to what happened, bringing this type of information access closer to a direct perceptual experience than to an
indirect inference on the speaker’s part. This property might have blurred the distinction between Visual and Inferential access, a distinction that is subtle and somewhat language-dependent to begin with (de Haan, 2001, 2013), and might have led to a drop in performance with the Inferential system (cf. Figs. 2 and 4). By contrast, in Experiment 1, the Inferential scenarios were more distinct from the Visual ones because of the visual gap in the middle of the event (when the puppet theater curtains were drawn as the event was unfolding; see Fig. 1). If so, replacing Inferential scenarios in Experiment 2 with less direct cases of inference from visual cues (e.g., by removing the agent; see Rissman, Woodward, & Goldin-Meadow, 2019) should increase the distance between visual and inferential access and might lead to a learnability difference between the Visual and Inferential systems.

Overall, Experiments 1 and 2 taken together show that there is a learnability difference among evidential systems that mirrors cross-linguistic tendencies to mark indirect information sources (especially, reports) before direct ones. This pattern raises the question whether this asymmetry is an exclusively linguistic fact or could generalize to other kinds of communication. In the next experiment, we turn to this question.

4. Experiment 3

Experiment 3 adopted the structure and design of Experiment 2 but replaced the evidential morpheme with a pictorial symbol (i.e., it was an Artificial Symbol Learning task). If learnability patterns remained similar to those obtained in the Artificial Language Learning task of Experiment 2, we could conclude that the driving force for this pattern is not merely linguistic but might relate to the naturalness of forming or communicating certain source categories over others.

4.1. Methods

4.1.1. Participants

We recruited 98 participants in total (age range: 18–22 years of age, 39 male and 59 female) from the same population as our previous experiments. None of them had participated in our earlier studies. All participants were native speakers of English. Some participants reported some knowledge of an additional language, mostly Spanish, French or Italian (none of these languages have grammaticalized evidentials).

4.1.2. Stimuli and procedure

The stimuli and procedure were the same as in Experiment 2, with two modifications: (a) The speech bubble containing the witness’ description of the event was in English instead of an artificial language (e.g., She copied the drawing); (b) the linguistic morpheme “ga” was replaced by a symbol (a black filled circle) that appeared next to the bubble and at the same time as the bubble. Both of these modifications can be seen in the example in Fig. 5. The instructions were also adjusted to reflect these changes, as described below.

For the Training Phase, similarly to Experiment 2, we created three basic lists across which the Access version of each scenario was rotated through all three Access types (Perception, Inference and Report). For each basic list, three randomized presentation orders were created, resulting in nine lists in total, each of which contained 21 videos, 7 per Access Type.

The instructions in the Training Phase were the following (changes from Experiment 2 are in bold font):

“You will watch a series of short clips involving three characters: in each clip, one character will perform an action on some object(s) and then put the objects away. A second character will learn about this action in different ways depending on what a third character does. After this, the second character will describe what happened. This will be depicted in a speech bubble onscreen. Some clips will
display a symbol on the screen in a separate box next to the speech bubble. This symbol is related to what is happening. You will have to pay attention to when this symbol appears in order to try and figure out what it means. You will go through several events to try and figure this out."

Turning to the Testing Phase, for each task (Production and Comprehension), we used the three basic lists we constructed for Experiment 2, across which the Access version of the scenarios was rotated. For each of these lists, we created three new randomized presentation orders, resulting in 9 new presentations lists for each Task.

For the Production Task, each participant saw 12 scenarios, 4 per Access type. The instructions were modified (changes from Experiment 2 are indicated in bold font), such that participants had to produce a circle when appropriate (either draw a circle or, if desired, write the word “circle”):

“We will now show you a new series of clips. Here you will be asked to fill in when appropriate the same symbol you have already seen. Almost everything will be the same as before BUT this time no symbol is included next to the speech bubble. For each clip, in the blank Response box on your Response Sheet 1, please write in any symbol that is needed to complete the screen or cross out the blank if no symbol is needed.”

For the Comprehension Task, each participant saw 36 scenarios. In half of those scenarios, the symbol marked the correct Access type and in the remaining half, the symbol either appeared with the wrong Access type or was missing from the correct Access type. Participants had to write in the response form Yes or No, depending on whether the symbol was included or omitted correctly. The instructions that participants received were as follows (once again modifications from Experiment 2 are in bold font):

“We will now show you a third series of clips. Almost everything will be the same as when you paid attention to when the symbol [circle inserted here] appeared. BUT some of the screens will contain errors: they will omit it or include it when it is not needed. For each clip, please mark “Yes” or “No” on your Response Sheet 2 to indicate whether the screen included or omitted the symbol correctly.”

As in Experiments 1 and 2, at the end of the session we asked participants to write down what they thought the symbol meant and when it was or was not used.

4.2. Results

Participants’ responses were again coded for accuracy. The results can be seen in Fig. 6. As for previous experiments, a mixed-effects logistic regression model was used, with Accuracy as the dependent, binomial variable, and System and List as the fixed predictors along with their interaction. The model also included random intercepts for Participants and Items (see Table 4).

Starting with the Production task, our analysis showed that only the fixed predictor System significantly improved the model fit based on a chi-square test of the change in $-2$ restricted log likelihood ($\chi^2 = 14.99, p = .0005$). Neither List ($\chi^2 = 3.92, p = .14$) nor the interaction between System and List improved model fit ($\chi^2 = 5.34, p = .25$). Following up on the role of System, there was a significant difference in performance between the Reportative and the other two Systems ($M_{Rep} = 0.93, M_{Vis/Inf} = 0.77$) but there was no difference between the Visual and Inferential Systems ($M_{Vis} = 0.79, M_{Inf} = 0.76$).

For the Comprehension task, our model similarly showed that only System ($\chi^2 = 9.78, p = .007$) but not List ($\chi^2 = 3.02, p = .22$) or the interaction between System and List ($\chi^2 = 3.35, p = .50$) improved model fit. Looking into the role of System, we found a significant difference in accuracy for Reportative when compared to the Visual and Inferential Systems ($M_{Rep} = 0.86, M_{Vis/Inf} = 0.71$) and no difference in accuracy between the Visual and Inferential System ($M_{Vis} = 0.71, M_{Inf} = 0.72$).

The debriefing data confirmed this picture. Of the 33 participants exposed to the Visual System, 17 gave correct conjectures (15 reported that the character saw the complete action and 2 said that character did not have her eyes covered). Three participants erroneously associated the symbol with reportative access. The remaining 11 participants gave incorrect answers (change in appearance of the objects, kind of motion). Of the 33 participants learning the Inferential System, 13 gave correct answers (11 mentioned that the character could only see the beginning and the end of the action and 2 that the character was blindfolded). Seven participants reported an incorrect evidential meaning (either saying that the symbol was used when the character could see “most or all the action” or associating the symbol with a report). The remaining 13 participants offered either incorrect answers (related with the type of action) or no answers. Finally, of the 32 participants exposed to the Reportative System, 21 correctly associated the symbol with the speaker getting informed about what happened by another person (all of them referred to the speaker’s mental state and not only to the telling/whispering act). One additional participant associated the symbol with the character’s lack of visual access. The remaining 10 participants gave irrelevant or no answers.

Lastly, we compared the results obtained from Experiments 2 and 3 that tested the learnability of evidential language and symbols respectively. Using a mixed-effect logistic regression model, as for the previous analyses, we included Accuracy as our dependent variable and System (Visual, Inferential, Reportative) and Experiment (Exp.2 - Language, Exp.3 - Symbol) as our fixed predictors. For this analysis, we excluded the predictor List since it did not significantly improve the model fit in any of the two Experiments. We performed a separate analysis for each task across the two experiments (see Table 5).

For the Production task, both System ($\chi^2 = 21.37, p = .00002$) and Experiment ($\chi^2 = 27.93, p = .0000001$) but not their interaction ($\chi^2 = 2.67, p = .35$) significantly improved the model fit based on a chi-square test of the change in $-2$ restricted log likelihood. There was
a significant difference in performance between the Reportative System and the other two Systems ($M_{\text{Rep}} = 0.83, M_{\text{Vis/Inf}} = 0.68$) but no difference between the Visual and Inferential System ($M_{\text{Vis}} = 0.68, M_{\text{Inf}} = 0.68$). Participants were overall more accurate in Experiment 3 that involved Symbol learning compared to Experiment 2 that involved Language learning ($M_{\text{Exp1}} = 0.64, M_{\text{Exp2}} = 0.82$).

For the Comprehension task, we obtained similar results: System ($\chi^2 = 22.95, p = .00001$) and Experiment ($\chi^2 = 11.75, p = .0006$) significantly improved the model fit but their interaction did not ($\chi^2 = 0.02, p = .98$). Follow-up analyses showed that participants performed better in the Reportative System compared to the other two Systems ($M_{\text{Rep}} = 0.81, M_{\text{Vis/Inf}} = 0.64$) but no difference was found between the Visual and Inferential Systems ($M_{\text{Vis}} = 0.64, M_{\text{Inf}} = 0.65$). Participants were more accurate in Experiment 3 compared to Experiment 2 ($M_{\text{Exp2}} = 0.64, M_{\text{Exp3}} = 0.76$).

4.3. Discussion

Performance on the Artificial Symbol Learning task of Experiment 3 was better compared to the corresponding Language Learning task of Experiment 2, presumably because of the costs of acquiring an unfamiliar language. Despite this difference, Experiment 3 replicated the basic finding from Experiment 2: the evidential system that marked only another speaker’s report as source of information (Reportative) was learned better compared to both the evidential system that only marked inference (Inferential) and the system that only marked direct, perceptual experience (Visual). No significant difference was observed between the Inferential and the Visual systems. We also see the same pattern in participants’ reports about what the symbol meant: the vast majority of those exposed to the Reportative System associated the symbol with the speaker’s epistemic state rather than the mere act of whispering or telling. We conclude that the bias to mark certain sources of information over others applies beyond language to other forms of ostensive communication. We discuss the nature of this bias and its effects on both typology and learnability in the following section.

5. General discussion

5.1. Evidentiality and the learnability of semantic distinctions

A widespread assumption within cognitive science is that highly frequent cross-linguistic patterns should be easier to learn than less frequent ones because they reflect biases in human cognitive mechanisms. Within the domain of semantics, this idea has been captured by Gentner and Bowerman’s (2009) TPH but has not received much empirical scrutiny. To our knowledge, our study was among the first (and very few) research studies that used an Artificial Language Learning methodology to explore learnability within the semantic domain (cf. also Xu et al., 2013; Carstensen et al., 2015; Maldonado & Culbertson, 2019). We compared the ease of acquisition of three evidential systems marking a single information source (Visual, Inferential, Reportative)
by adult native speakers of English whose language lacks evidential morphology. Based on the relative frequency of these systems cross-linguistically, the TPH predicts that the Reportative should be the most learnable and the Visual system the least learnable of the three systems.

Overall, this prediction was partially supported. Across two different experiments with different stimuli (Experiments 1 and 2), the Reportative system was learned more easily compared to the Visual System. The learnability profile for the Inferential system was less consistent: in Experiment 1, the Inferential system was learned more easily than the Visual System but in Experiment 2, the Visual and the Inferential systems produced comparable learnability outcomes (and were both harder to learn than the Reportative system).

Together our data offer evidence for the conclusion that highly frequent semantic distinctions are more learnable than less frequent ones, as predicted by the TPH (Gentner & Bowerman, 2009). Furthermore, they add to previous studies that have studied learnability with the same methodological paradigm as ours mostly within the domains of syntax, phonology and morphology (Christiansen, 2006; Newport & Aslin, 2004; Hudson Kam & Newport, 2005, 2009; Seidl & Buckley, 2005; Wilson, 2006; Thompson & Newport, 2007; Wonnacott et al., 2008; Finley & Badecker, 2009; Tily et al., 2011; Merkx et al., 2011; Culbertson, 2012; Culbertson & Smolensky, 2012; Culbertson et al., 2012; Fedzechkina et al., 2012).

5.2. Learnability and ‘natural categories’

A striking aspect of our data was the finding that the preference to mark reportatives persisted when the participants’ task was to acquire the evidential meaning of a pictorial symbol and not a linguistic morpheme (Experiment 3). This finding coheres with evidence from other non-linguistic communicative systems: many European and American communities that we are familiar with use a two-finger co-speech gesture for reportative attributions (e.g., He wrote "the best essay in the whole school") but have no such gesture for visual or inferential attributions. Together, these results support the position that both the typological and the learnability patterns that characterize evidentiality are motivated by factors that go beyond language to characterize non-linguistic systems.

What could such factors be? Recall that, on Gentner and Bowerman’s (2009) original proposal, the roots of the TPH lie in the cognitive naturalness of the semantic classes that the learner acquires: “All else being equal, within a given domain, the more frequently a given way of categorizing is found in the languages of the world, the more natural it is for human cognizers, hence the easier it will be for children to learn” (p. 467). One possibility, then, is that the present advantage of the Reportative system is the result of the naturalness of the underlying concepts. Upon closer inspection of our data, this possibility seems surprising, even paradoxical. Within the class of evidential distinctions, it is visual perception – not reports - that could plausibly be considered as a primary, highly salient and valued source of information for humans and hence a primary candidate for both cross-linguistically consistent encoding and easy acquisition. For instance, perception as a knowledge source is represented in areas related to mental-state reasoning in both seeing and blind individuals (Koster-Hale, Bedny, & Saxe, 2014). Some understanding that seeing leads to knowing emerges early in children (Pillow, 1989; Pratt & Bryant, 1990; Ozturk & Papafragou, 2016) and is even found in other primates (Hare, Call, & Tomasello, 2001). In memory, a common mistake is to think one has seen things with one’s own eyes that were only indirectly experienced (e.g., imagined, inferred or read about; Johnson, Hashtroudi, & Lindsay, 1993; Hannigan & Reinitz, 2001; Ünal, Pinto, Buenger, & Papafragou, 2016); the opposite error rarely occurs. Even within the domain of language, aside from evidential systems, the domain of vision is richly represented cross-linguistically with a variety of verbs (e.g., see, perceive, look; Viberg, 1984; San Roque et al., 2015; but see Majd et al., 2018), and the broad information-access meanings of the verbs seem to be accessible even in congenitally blind individuals (Landau & Gleitman, 1985). In sum, contrary to our findings, visual perception as an information source appears to be a ‘natural’ candidate for languages to mark and for learners to encode.

In what follows, we propose two distinct but not mutually exclusive possibilities to reconcile the prevalence of visual perception as a source of information for humans with the fact that such a prevalent source is neither easily acquired by learners acquiring a single evidential morpheme (or symbol) in our experiments nor preferentially marked in grammatical evidential systems cross-linguistically. Each of the two possibilities looks beyond the notion of naturalness as originally proposed in the context of the TPH. Together these two possibilities represent different, and probably complementary, principles that affect the nature and learnability of meaning distinctions within and beyond language.

5.3. Learnability and categories in the meaning hypothesis space

A first possible explanation for the learnability asymmetries we observed in both linguistic and non-linguistic (symbol) tasks attributes such asymmetries to the relative ease of splitting events into the right evidential categories (the ‘category partition’ explanation): events that were marked by the Reportative system were more clearly distinct as a class compared to events that were marked by the Visual and Inferential systems. This is because, as we have already mentioned in the discussion of Experiment 2, some instances of inference from perceptibles can be hard to distinguish from instances of perception proper. As a result, when learning the Visual or Inferential system, participants were required to learn to mark half of a set of events that were often indistinguishable from each other, which was likely to be difficult; when learning the Reportative system, all and only the events within a distinct class were marked, so learning to mark that category of events was easier.

The category partition explanation is in line with the observation in the linguistics literature that evidential evidentials have a mixed status, sometimes behaving like visuals and at other times behaving like reportatives (de Haan, 2001). It is also consistent with several findings from a recent study by Ünal et al. (2016) suggesting that inference from visual experience is not a homogeneous category in cognition (see also Ünal & Papafragou, 2018). In one experiment of that study, English speakers were exposed to an event and had to describe it and state how they had found out about it. When participants had experienced an event directly (e.g., a woman drink milk), they stated having seen the event. However, when they had only seen visual cues from the aftermath of an event and had to “fill in” the rest, their statements varied. Closer inspection suggested that, when the visual cues were undeterminative (e.g., a woman next to a birthday cake, leading to the inference that she blew out the candles), participants consistently stated that they had inferred the event. By contrast, when the visual cues were more determinate and highly constrained the inference (e.g., a woman next to eggshells, leading to the inference that she cracked the egg), participants were equally likely to say that they had seen or inferred the event. The authors proposed that there are several varieties of inference, and that stronger, more constrained (and thus more secure) inferences from visual cues might be di fficult to distinguish from purely perceptual experience. In another experiment, Ünal et al. (2016) found that these varieties of inference had implications for the use of evidential morphology in a language that grammaticalizes evidentiality: speakers of Turkish used the indirect evidential in their language more consistently for the very same subset of events that English speakers had judged to be unequivocally inferred compared to those events that elicited more mixed source judgments. Furthermore, inference types had effects on memory: building on classic studies showing that people often have a false memory of having actually experienced events that they have only inferred (Johnson et al., 1993; Hannigan & Reinitz, 2001; cf. Strickland & Keil, 2011), Ünal et al. (2016) found that, across
English and Turkish speakers, such misattributions to perception were more common when inferences were strongly constrained by visual cues and thus harder to distinguish from pure perception.

The category partition explanation captures the typological prevalence of reportative systems, since such systems mark a category of source meanings that is easily separated off from the others (Cornillie, Arrese, & Wiemer, 2015; Plungian, 2001). Furthermore, this explanation is reminiscent of the idea that observed patterns of semantic topology can be understood in terms of connectedness of categories in a discrete semantic map (Haspelmath, 1997; Jurafsky, 1996; van der Auwera & Plungian, 1998), or the relative positions of specific meaning distinctions within a continuous semantic space (Gärdenfors, 2014; Levinson & Meira, 2003; Majid, Boster, & Bowerman, 2008).

5.4. Learnability and pragmatic marking

A second possibility is that the learnability biases (and the broad typological facts) in the semantic domain of evidentiality are related to the pragmatic implications carried by different sources of information, specifically the fact that direct or visual information sources are generally (even though not always) more reliable compared to non-visual or less direct sources (Aikhenvald, 2018; Dancy, 1985; Matsu & Fitneva, 2009; Papafragou, Cassidy, & Gleitman, 2007; Wiemer, 2018), with reports being the least direct sources of all. We know that even young children track a speaker's trustworthiness and choose to learn things from reliable over unreliable speakers (Fusaro, Corriveau, & Harris, 2011; Harris, 2012; Jaswal, 2010; Jaswal & Neely, 2006; Koenig, 2012; Koenig & Harris, 2005; Mascaro & Sperber, 2009; Sabbagh & Baldwin, 2001). Both typology and learnability then tend to prioritize marking indirect, potentially less reliable information sources (especially verbal reports). This perspective coheres with proposals according to which human cognition is equipped with epistemic vigilance so to avoid unreliable sources and the risk of being misinformed (Sperber et al., 2010).

According to this ‘pragmatic bias’ hypothesis, non-perceptual sources in our data are selectively marked in systems that have a single evidential morpheme or symbol because they are informative, i.e., they represent a departure from the primacy of perception as an information source (Bannard, Rosner, & Matthews, 2017; Grice, 1989). Furthermore, given that reportative access is the least direct type of information source (since the speaker need have experienced no part of an event), it is the most likely to be encoded in a system that has a single evidential marker. This perspective makes more substantive the conjecture that “the tendency to mark direct, or visual, or sensory evidentials less than others may reflect the primacy of vision as an information source” (Aikhenvald, 2018, p.16). From a theoretical viewpoint, this proposal is consistent with evidence that, early on in life, humans selectively comment on whatever they find unexpected (Greenfield, 1979; Greenfield & Smith, 1976), and even young children calculate informativeness as they learn (Frank & Goodman, 2014) and produce (Bannard et al., 2017) language. From an empirical viewpoint, this proposal is reminiscent of work showing that both young children and adults are more likely to interpret novel verbs in a story as mental verbs such as think when the verbs are used to describe false as opposed to true beliefs (Papafragou, Cassidy, & Gleitman, 2007) – presumably because such beliefs have an unusual, and thus pragmatically notable, property (cf. also Hacquard & Lidz, 2019; Pyers & Senghas, 2009).

The pragmatic bias hypothesis predicts that visual evidentials should be learnable as long as they are part of an evidential system that also encodes some form of non-visual or indirect evidential (such two-way systems are encountered frequently in the world’s languages; Aikhenvald, 2018). Existing developmental evidence supports this prediction (see de Villiers et al., 2009; Unal & Papafragou, 2016, 2019). On this approach, then, what learners can and cannot learn in our data and beyond the lab is determined not only by what is easy or hard to conceptualize or categorize but also by what sorts of meaning distinctions are more or less informative and thus likely to be chosen for encoding by a communicator during an interactive exchange. This approach is compatible with other recent perspectives that have linked the organization of the lexicon cross-linguistically to communicative pressures related to efficiency (Gibson et al., 2017; Kemp, Xu, & Regier, 2018; cf. also Haspelmath, 1997; Fedzechkina et al., 2012), and connects with pragmatically-inspired work in both adult psycholinguistics (Sperber, Cara, & Girotto, 1995; Van der Henst, Bujakowska, Ciceron, & Noveck, 2006) and semantic development (Clark, 1973; Grigoroglou, Johanson, & Papafragou, 2019).

5.5. Towards a theoretical synthesis

Each of the two hypotheses presented above goes beyond a simple mapping between ‘natural’ concepts and learnability outcomes as originally proposed by the TPH and instead attempts to explain learnability patterns in the domain of evidentiality in terms of which divisions of the meaning space are internally coherent to entertain (category partitions hypothesis) or informationally appropriate to convey (pragmatic bias hypothesis). Each of these hypotheses can explain cross-linguistically robust preferences to single out and encode specific classes of meaning over others, and can accommodate the fact that such preferences can also extend to meanings communicated by non-linguistic symbols. Furthermore, the two hypotheses are not mutually exclusive: for instance, even if the advantage of the Reportative system is explained pragmatically, one would need to invoke the category partitions hypothesis to explain why the Visual and Inferential systems behave similarly across our studies.

At present, our data leave open the precise contributions of these two hypotheses for the learnability of evidential distinctions but future experiments can throw light on their relative roles in a systematic way. For instance, the semantic partitions hypothesis predicts that learners should be equally successful with the current Reportative system and a mirror image of the system that uses a single morpheme to encode Inferential and Visual events and leaves Reportative events unmarked: the idea is that such a novel system would maintain the conceptual coherence of the classes of meaning to be learned. By contrast, the pragmatic bias hypothesis maintains that learning should asymmetrically favor the current Reportative system over its mirror image. We are currently pursuing this and related predictions in ongoing work.

5.6. Final thoughts

Taken together, our findings lend support to the hypothesis that the learnability of linguistic distinctions is related to their typological frequency across languages: when adults were given equal opportunities to acquire one of three miniature evidential systems, the most frequent grammatical system yielded the highest learnability rates compared to less frequent systems. We have proposed that these facts reflect either major, internally coherent categories of meaning distinctions for human cognizers, or pragmatic pressures on which types of linguistic meanings are informative to encode (or possibly a combination of these two factors). Depending on the relative contribution of such competing factors, frequently expressed and easy-to-acquire linguistic meanings can be a window onto conceptual categories but can alternatively or additionally reveal the role of pragmatic mechanisms within cognitive architecture.
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Appendix A. List of events used in Experiment 1

<table>
<thead>
<tr>
<th>Events</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. The frog erased the board.</td>
</tr>
<tr>
<td>2. The gorilla shelled the peanuts.</td>
</tr>
<tr>
<td>3. The squirrel transferred the strawberries.</td>
</tr>
<tr>
<td>4. The gorilla prepared the s'more.</td>
</tr>
<tr>
<td>5. The squirrel opened the drawer.</td>
</tr>
<tr>
<td>6. The gorilla colored the star.</td>
</tr>
<tr>
<td>7. The frog decorated the cupcake.</td>
</tr>
<tr>
<td>8. The frog folded the tortillas.</td>
</tr>
<tr>
<td>9. The frog sliced the pepper.</td>
</tr>
<tr>
<td>10. The squirrel emptied the pouch.</td>
</tr>
<tr>
<td>11. The squirrel sorted the crayons.</td>
</tr>
<tr>
<td>12. The gorilla drank the juice.</td>
</tr>
<tr>
<td>13. The gorilla inflated the balloon.</td>
</tr>
<tr>
<td>14. The frog stacked the cups.</td>
</tr>
<tr>
<td>15. The frog picked the grapes.</td>
</tr>
<tr>
<td>16. The gorilla husked the corn.</td>
</tr>
<tr>
<td>17. The squirrel poured the cereal.</td>
</tr>
<tr>
<td>18. The frog completed the crossword.</td>
</tr>
<tr>
<td>19. The squirrel built the steps.</td>
</tr>
<tr>
<td>20. The squirrel sharpened the pencils.</td>
</tr>
</tbody>
</table>

Appendix B. List of events used in Experiments 2 and 3

<table>
<thead>
<tr>
<th>Events</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. The girl divided the rings.</td>
</tr>
<tr>
<td>2. The girl squeezed the toothpaste.</td>
</tr>
<tr>
<td>3. The girl unzipped the jacket.</td>
</tr>
<tr>
<td>4. The girl filled the bowl.</td>
</tr>
<tr>
<td>5. The girl dumped the trash.</td>
</tr>
<tr>
<td>6. The girl solved the puzzle.</td>
</tr>
<tr>
<td>7. The girl undressed the doll.</td>
</tr>
<tr>
<td>8. The girl sorted themorphemes.</td>
</tr>
<tr>
<td>9. The girl bit the apple.</td>
</tr>
<tr>
<td>10. The girl flipped the pans.</td>
</tr>
<tr>
<td>11. The girl laid the bricks.</td>
</tr>
<tr>
<td>12. The girl fanned the spoons.</td>
</tr>
<tr>
<td>13. The girl untied the shoe.</td>
</tr>
<tr>
<td>14. The girl wound the yarn.</td>
</tr>
<tr>
<td>15. The girl rotated the vase.</td>
</tr>
<tr>
<td>16. The girl decorated the cookie.</td>
</tr>
<tr>
<td>17. The girl chopped the celery.</td>
</tr>
<tr>
<td>18. The girl lit the lamp.</td>
</tr>
<tr>
<td>19. The girl hung the hanger.</td>
</tr>
<tr>
<td>20. The girl pierced the page.</td>
</tr>
<tr>
<td>21. The girl mixed the gumballs.</td>
</tr>
<tr>
<td>22. The girl sealed the envelope.</td>
</tr>
<tr>
<td>23. The girl crumpled the papers.</td>
</tr>
</tbody>
</table>
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